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We propose a theory for matrix completion that goes beyond the low-rank structure commonly considered
in the literature and applies to general matrices of low description complexity, including sparse matrices,
matrices with sparse factorizations such as, e.g., sparse R-factors in their QR-decomposition, and algebraic
combinations of matrices of low description complexity. The mathematical concept underlying this theory
is that of rectifiability, a basic notion in geometric measure theory. Complexity of the sets of matrices
encompassed by the theory is measured in terms of Hausdorff and Minkowski dimensions. Our goal is
the characterization of the number of linear measurements, with an emphasis on rank-1 measurements,
needed for the existence of an algorithm that yields reconstruction, either perfect, with probability 1, or
with arbitrarily small probability of error, depending on the setup. Specifically, we show that matrices
taken from a set U such that U−U has Hausdorff dimension s can be recovered from k > s measurements,
and random matrices supported on a set U of Hausdorff dimension s can be recovered with probability
1 from k > s measurements. What is more, we establish the existence of β-Hölder continuous decoders
recovering matrices taken from a set of upper Minkowski dimension s from k > 2s/(1− β) measurements
and, with arbitrarily small probability of error, random matrices supported on a set of upper Minkowski
dimension s from k > s/(1 − β) measurements.

Joint work with Erwin Riegler, ETH Zurich, Switzerland, Günther Koliander, Austrian Academy of Sci-
ences, Austria and David Stotz, Kantonsschule Schaffhausen, Switzerland.

1


