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We study the convergence properties of gradient descent and stochastic gradient descent for learning deep
linear neural networks. First of all, we extend a previous analysis for the related gradient flow. We
show that under suitable conditions on the step sizes gradient descent converges to a critical point of the
square loss function. Moreover, we prove that for almost all initialization gradient descent converges to
a global minimum in the case of two layers. In the case of three or more layers we show that gradient
descent converges to a global minimum on the manifold matrices of some fixed rank, where the rank
cannot be determined a priori. Furthermore, We use an analytical approach that combines stochastic
gradient descent iterates and gradient flow trajectories base on stochastic approximation theory to analyze
stochastic gradient descent dynamic. Then establish the almost sure boundedness of stochastic gradient
descent iterates and its convergence guarantee for learning deep linear neural networks. Most studies on
the analysis of stochastic gradient descent for nonconvex problem have entirely focused on convergence
property which only indicate that the second moment of the loss function gradient tend to zero. Our work
demonstrates the convergence of stochastic gradient descent to a critical point of the square loss almost
surely for learning deep linear neural networks.
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