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Out of infinitely many possible explanations to the observed data, machines are often capable of ap-
proaching the ones with “good” properties, such as generalisability or compressibility, even when those
properties are not explicitly specified in the training algorithms. Such phenomenon, known as the implicit
bias/regularisation, has been intensively studied in the last decade and stimulated significant development
of fundamental understanding in machine learning.

My presentation focuses on analysing the implicit bias from different tools and perspectives: invariants,
Bregman divergence, and normalisation. I use invariants, quantities that do not change in time, to
identify the region where the training process lies. I further analyse the process via Bregman divergence,
a generalisation of distance, that is embedded in the algorithm and use it to characterise the end result of
the training. Moreover, I discover that additional normalisation in the algorithm strengthen its robustness
with respect to the change in initialization, and consequently increase the numerical efficiency.

I am currently focusing on extending tools and concepts to a wider range of models, such as linear networks
and multilayer perceptrons. I am also interested in neural tangent kernel, neural collapse, spectral bias,
and related fields.
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